
Dorothy Dickson, M.Sc.
Vaccine Testing Center

Research Tapas 
15 November 2018

The Significance Delusion:
Inconvenient Truths about P-values



Overview

P-value definition
Conclusions from P-values – true/false
The Significance Game
P-values versus NHST
Is my finding real?
The Reproducibility Crisis

2



3

What exactly is a P-value?

A P-value obtained from an 
experiment:

Probability of obtaining data as 
extreme as, or more extreme 
than, that observed

given that the null hypothesis 
is true

Pr(X>=x|Ho) 



Conclusions from P-values: Valid or not?

1. P >0.05: Conclusion - there is no effect

The larger the P-value, the more the null effect is consistent with the 
observed data.

A null effect is not necessarily the most likely effect.  

The effect best supported by the data from a given experiment is always 
the observed effect, regardless of its statistical significance
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2. P <0.05 - the finding is scientifically important

Especially when a study is large, very minor effects or small assumption 
violations can give rise to small P-values.

Do not confuse scientific and statistical significance – they are completely 
different things.
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3. Studies with P-values on opposite sides of 0.05 are conflicting
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Even when effect sizes are identical, 
the P-values can differ enormously

Conclusions from P-values: Valid or not?



4. P = 0.02 - there is only a 2% probability the null hypothesis is true 
5. P = 0.03 - there is a 3% probability my result is due to chance   

The P-value says nothing about whether the null is true or false or due to 
chance because

By definition the P-value is a probability calculated GIVEN the null is true 
(chance only at play)
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6. P <0.05 – the null hypothesis is false

A low P-value indicates that your data are unlikely assuming a true null, but it 
cannot evaluate which of two competing cases is more likely:

a) The null is true (but your sample was unusual)

b) The null is false
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7. P =0.01 - under the null hypothesis, these data would occur 1% of the 
time

1% probability of your data OR MORE EXTREME data occurring, under the 
null hypothesis
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Conclusions from P-values: Valid or not?



8. P =0.05 - if you reject the null hypothesis, the probability of a Type I 
error (α) is 5%

P and α are incompatible (see later)
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Conclusions from P-values: Valid or not?



P-values: False Statements
1. When testing two groups and P>0.05 - there is no effect

2. P<0.05 - the finding is scientifically important

3. Studies with resulting P-values on opposite sides of 0.05 are conflicting

4. P=0.02 - there is a 2% probability the null hypothesis is true

5. P=0.03 - there is a 3% probability my result is due to chance

6. P<0.05 – the null hypothesis is false

7. P=0.01 - under the null hypothesis, these data would likely occur 1% of the time

8. P=0.05 - if you reject the null hypothesis, the probability of a Type I error (α) is 5%
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P-value Misinterpretations

Most serious of all P-value misconceptions is the false belief that the 

probability of a conclusion being in error 

can be calculated from the data in a single experiment, without reference to 
external evidence or plausibility of any underlying mechanism
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Theory versus Practice
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In theory: A P-value is a data-dependent continuous measure of 
evidence from a single experiment.  

In practice: A P-value is often used as a decision making tool for 
strong, weak, and no evidence against a null hypothesis labeled 
using cut-offs typically at 0.01, 0.05 and 0.10.



The Significance Game
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• marginally significant (p=0.056)
• almost significant (p=0.06)
• a suggestive trend (p=0.06)
• partially significant (p=0.08)
• borderline significant (p=0.09)
• fairly significant (p=0.09)
• hint of significance (p>0.05)
• approaching close to significance (p<0.1)

https://mchankins.wordpress.com/2013/04/21/still-not-significant-2/

Everyone plays 

“The Significance Game”



The Significance Game
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Google Scholar search: 
“Marginally significant (P=0.0*”
18,893 articles
https://mchankins.wordpress.com/author
/mchankins/page/2/



Blame the Statisticians
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R. L. Fisher (1890 - 1962)

“Personally, the writer prefers to set a low standard of significance at the 
5 percent point.
A scientific fact should be regarded as experimentally established only if 
a properly designed experiment rarely fails to give this level of 
significance.”

Statistical Methods for Research Workers, 1925 

P-value < 0.05 suggestive that the experiment is worthy of a second look



Blame the Statisticians
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Egon S. Pearson (1895 - 1980)Jerzy Neyman (1894 - 1981)



Fisher vs. Neyman-Pearson

18

Note that Evidence P and Error α are incompatible



Statistical Alchemy

Uncertainty Laundering 
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P-values: The Ultimate 
Statistical Alchemy

UNCERTAINTY TRUTH
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New Discovery

2010: A Psychology professor and his 
PhD student found evidence that 
Political Extremists perceive the world 
in black and white (figuratively and 
literally)

~2000 people 
Moderates perceive shades of gray 
more accurately than those on the 
political Left or Right 

P=0.01

Eureka!  

Investigator suggests replicating the 
study

1300 participants
99% power to detect an effect of the 
original effect size at α = .05

P=0.59

Stupid reality!



Surprised?  
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The probability of replicating the original result was not 99%, as most 
might assume, but closer to 73%. 

Or only 50%, if we wanted another 'very significant' (P<0.01) result. 



Most Research Findings are False

The probability that a Hypothesis Test-based research finding is true or not 
depends on 

1. Statistical power

2. Level of statistical significance

3. PRIOR probability of it being true (before you even thought of your study)
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What is the chance my finding is real?
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Before the experiment

After the experiment
(Bayesian interpretation)

R Nuzzo, Scientific method: statistical errors, Nature News 506 (7487), 150 (2014)

Measured P-value



Why not report the false positive risk or FDR?

Researchers usually have no way of knowing what the prior probability is

Possible solutions: 

 Specify the prior probability needed in order to achieve an FDR of 
5%, as well as providing the P-value and confidence interval 

 Arbitrarily assume a prior probability of not more than 0.5 and 
calculate the minimum FDR for the observed P-value.
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The False Positive Risk is 
always bigger than the P-value

How much bigger depends strongly on the 
plausibility of the hypothesis before the 
experiment

If the prior probability is low (10%), a P value 
close to 0.05 would have a FPR of 76%. 

To lower that risk to 5% (what many folks 
falsely believe P = 0.05 means), the P value 
would need to be 0.00045.

25

The reproducibility of research and the misinterpretation of p-values
David Colquhoun; Royal Society Open Science 4:12 (2017)



Natural Selection of Bad Science

• Overreliance on p-values and significance testing in applied research has evolved into standard 
practice

• It often ignores magnitude of associations, estimation of precision, the consistency and pattern of 
results, possible bias arising from multiple sources, previous research findings, and foundational 
knowledge

• Many researchers have knowledge only to run statistical software that allows them to get their 
papers out quickly 

• Researchers are rewarded primarily for publishing, so habits which promote publication are 
naturally selected and so are incentivized to increase publication (quantity over quality)

• Positive results are more likely to be published than negative results, particularly in high-impact 
journals

• False positives occur due to misinterpretations, poor theory, P-hacking, post-hoc hypotheses, 
biased selection of analyses, invalid assumptions

• The practice is misleading for inferences and intervention or policy decisions
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Reproducibility Crisis in Science
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Reproducibility Crisis in Science
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Reproducibility Crisis in Science
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American Statistical Association Statement
Principles to Improve the Conduct and Interpretation of Quantitative Science 

1. P-values can indicate how incompatible the data are with a specified statistical model

2. P-values do not measure the probability that the studied hypothesis is true, or the probability that the 
data were produced by random chance alone

3. Scientific conclusions and business or policy decisions should not be based only on whether a P-value 
passes a specific threshold

4. Proper inference requires full reporting and transparency

5. A P-value, or statistical significance, does not measure the size of an effect or the importance of a result

6. By itself, a P-value does not provide a good measure of evidence regarding a model or hypothesis

ASA's Statement on p-Values: Context, Process, and Purpose. The American Statistician, Vol 70, Issue 2, 2016 



Summary

 Hypothesis testing and P-values don’t need to be banned, but they are limited tools 
that must be used and interpreted appropriately

 P-values and NHST should not used solely - more emphasis on complete reporting 
and estimation

 The P-value is not the false discovery probability

 The evidential strength of a result with a P-value of 0.05 or 0.01 is much weaker 
than the number suggests
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